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Abstract

In order to investigate the hypothesis that collocations might be easier to acquire productively through the use of illustrations due to the pictorial superiority effect (Nelson, Reed, & Walling, 1976), the Congruent and Incongruent Collocations (CIC) test was specifically designed to assess the knowledge of a group of students regarding a group of 15 congruent and 15 incongruent collocational phrases. The CIC test was developed to be administered as a pretest, posttest, and delayed posttest to a group of second year Japanese medical students (N = 109).

The results of the pretest were analysed using the Rasch dichotomous model (Rasch, 1960), which revealed that the CIC test was of an appropriate difficulty level for the students with the majority of the items being well targeted. However, not all of the items fit the expectations of the Rasch model, and a test for invariance showed that the CIC test was not a reliably invariant instrument for assessing a samples knowledge regarding the group of collocations being tested.
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The effectiveness of pictorial elucidation on vocabulary acquisition has been extensively investigated (Altarriba & Knickerbocker, 2011; Elley, 1989; Lado, Baldwin, & Lobo, 1967; Lotto & De Groot, 1998; Palmer, 1982) producing mixed results. Boers, Lindstromberg, Littlemore, Stengers, and Eyckmans (2008) suggested that pictorial support for vocabulary is effective as a pathway for retention. However, Boers et al. (2008) also quoted other literature (Fodor, 1981; Gombrich, 1972) that suggested pictorial support could be fruitless, or even counterproductive, with regards to communicating the meaning of vocabulary due to the highly ambiguous qualities inherent in pictures. Boers, Piquer Piriz, Stengers, and Eyckmans (2009) focused specifically on the effect of pictorial elucidation on the recollection of idioms, concluding that the effect was primarily associated with the recollection of concepts, but not the precise vocabulary items involved. For example, in their posttest, students were likely to produce playing second violin as opposed to playing second fiddle (p. 376).

Although Boers et al. (2009) offered no statistical evidence to suggest that pictures aided the retrieval of idioms for the purposes of production, the same might not be true for all multiword expressions. Whereas Boers et al. (2009) was concerned with idioms, the current study is concerned with collocations. Sinclair (1991) characterized collocations as words with a tendency for occurring together, whether in pairs or groups, and not necessarily in adjacent positions (p. 115). Boers, Demecheleer, Coxhead, and Webb (2014) distinguished idioms from collocations due to the often semantically non-decomposable nature of idioms (p. 70). For example, the meaning of the individual words of an idiomatic expression, such as kick the bucket, could be known to a learner, but the meaning of the intact phrase could still elude them. This ambiguous nature of idioms is generally less true for collocations, which are typically clearer, for example, fully aware or broken window. According to Yamashita and Jiang (2010), collocations are often congruent between languages, meaning that the expression has an equivalent with the same meaning in two or more languages. For example, the collocations broken window and cold tea are congruent between English and Japanese, while the idiomatic expressions on the other hand and once in a blue moon are incongruent (p. 649). It was hypothesized by the authors of this study that due to collocations lacking the complex idiomatic qualities of semantic non-decomposability and non-translatability, collocations might be easier to acquire productively, and might be more susceptible to the pictorial superiority effect (Nelson, Reed, & Walling, 1976), which proclaims that pictures have the potential to provide a qualitatively superior code compared to verbal labels (p. 523) due to the code being processed twice, once as language and once as a
non-verbal event (Boers et al., 2009; Paivio, 1990). It was also hypothesized that the pictorial superiority effect could potentially have a greater effect on the acquisition of congruent collocations as opposed to incongruent collocations, due to the latter’s relationship with the learners’ L1 making them easier to acquire.

Due to the lack of a suitable existing test of collocational production with which to test these two hypotheses, the Congruent and Incongruent Collocations (CIC) test was specifically designed to assess the knowledge of a group of students regarding a group of 15 congruent and 15 incongruent collocational phrases. The test was developed to be administered as a pretest, posttest, and delayed posttest to a group of second year Japanese medical students. Following a pretest, the participants were subjected to a short, three week teaching treatment under one of two conditions. Under one condition, the group of 30 collocations were presented to the students without pictures at a rate of 10 collocations each week, while the second condition involved a picture-based teaching treatment of the collocations delivered at the same rate to determine the extent of the pictorial superiority effect on the acquisition of the group collocations. A posttest was administered one week after the final treatment, and a surprise, delayed posttest was administered five months after the initial posttest. At each testing stage, the same test items were used, but the order of the items was changed so that students were not answering based upon memories of the previous test. The sole use of the results was to determine the effectiveness of the two teaching conditions upon the acquisition of the group of collocations by the students, meaning that the results were inconsequential for the students.

For the CIC test to be a valid instrument for conducting research, there are some basic criteria that it should meet. First, the difficulty level of the test should be appropriate for the sample. If the test format is too difficult for the students to understand, the results will not reflect their collocation knowledge, merely their ability to understand the test. Conversely, if the test is too easy, the scores will be high and there will be less room for improvement through the teaching conditions. This would be hugely problematic as the sole reason for the existence of the test is as a measure of the effectiveness of teaching conditions. Second, each of the test items needs to be well targeted. If items are not well targeted, there is a danger that they are measuring something other than what is intended to be measured, which in this case is the sample’s knowledge of a group of congruent and incongruent collocations. Third, there needs to be evidence that the measures created for the CIC test results can be treated as reliable interval-level measurements. If not, student development, with regards to improvement on the construct under investigation as a result of the teaching conditions, cannot be said to be truly measureable, and therefore, not reliably comparable between pretest, posttest, and delayed posttest. Fourth, as there is the possibility that the test will be used again in the future to test other samples, the test needs to display invariance across measuring contexts. If the test does not display invariance, its use would be equivalent to attempting the measurement of change with a measure that changes (Bond, 2016). To determine whether or not the CIC test met these four basic criteria, the test was subjected to analysis using the Rasch dichotomous model (Rasch, 1960), which was chosen due to the dichotomous nature of the recorded answers for the test items. If Rasch analysis were to reveal failings of these criteria, it is important to investigate more deeply and question why, in order that the test can improved for future use.

In this paper, by application of Rasch analysis to the results of the CIC pretest, the following research questions are addressed:

1. Is the CIC test at a suitable level of difficulty for the particular group of students being tested?
2. Are all of the items in the CIC test well targeted to the construct being measured?
3. Do all items in the CIC test fit the expectations of the Rasch model?
4. Does the CIC test display invariance across disparate subsamples?
5. How could the CIC test be improved for future use in other research projects?
Method

Participants

The sample in this study was composed of an entire year group of second year students at a private medical school in Tokyo (N = 109), consisting of 66 (60.60%) male and 43 (39.4%) female members. All of the students were Japanese and aged between 19 and 31 years old at the time of the pretest (M = 21.36). With regards to the English ability of the sample, the Test of English as a Foreign Language (TOEFL), Vocabulary Size Test (VST) (Nation & Beglar, 2007), and raw CIC test scores of the sample were evenly distributed, with skewness and kurtosis falling within the acceptable boundaries of -2.00 and 2.00 (Brown, 1997; George & Mallery, 2010) (see Table 1).

Table 1
Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>M</th>
<th>SE</th>
<th>SD</th>
<th>Skew</th>
<th>SES</th>
<th>Kurt</th>
<th>SEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>109</td>
<td>19</td>
<td>31</td>
<td>21.36</td>
<td>0.18</td>
<td>1.83</td>
<td>2.41</td>
<td>0.23</td>
<td>8.51</td>
<td>0.46</td>
</tr>
<tr>
<td>TOEFL</td>
<td>99</td>
<td>423</td>
<td>623</td>
<td>495.96</td>
<td>3.56</td>
<td>35.41</td>
<td>-0.11</td>
<td>0.24</td>
<td>0.87</td>
<td>0.48</td>
</tr>
<tr>
<td>VST</td>
<td>99</td>
<td>39</td>
<td>92</td>
<td>61.88</td>
<td>1.04</td>
<td>10.38</td>
<td>-0.11</td>
<td>0.24</td>
<td>0.87</td>
<td>0.48</td>
</tr>
<tr>
<td>CIC Pretest</td>
<td>109</td>
<td>2</td>
<td>29</td>
<td>16.75</td>
<td>0.60</td>
<td>6.29</td>
<td>-0.36</td>
<td>0.23</td>
<td>-0.60</td>
<td>0.46</td>
</tr>
<tr>
<td>CIC Congruent</td>
<td>109</td>
<td>1</td>
<td>15</td>
<td>9.63</td>
<td>0.36</td>
<td>3.77</td>
<td>-0.46</td>
<td>0.23</td>
<td>-0.83</td>
<td>0.46</td>
</tr>
<tr>
<td>CIC Incongruent</td>
<td>109</td>
<td>0</td>
<td>15</td>
<td>6.90</td>
<td>0.30</td>
<td>3.16</td>
<td>0.02</td>
<td>0.23</td>
<td>-0.64</td>
<td>0.46</td>
</tr>
</tbody>
</table>

As mentioned above, the CIC test was developed due to the lack of existing instruments deemed appropriate for testing the production of congruent and incongruent collocations. In order to create the CIC test, the Yamashita and Jiang (2010) list of 24 congruent and 24 incongruent collocations was adapted due to the fact that the list already served the purpose of being representative of collocations that are congruent and incongruent between English and Japanese. Forty-eight was considered a number too large for teaching in a small scale treatment, so the collocations were analysed using the British National Corpus (BNC) and the Corpus of Contemporary American English (COCA) to obtain information pertaining to frequency. An average of the frequency values taken from the two corpora was calculated to decide which were the most common across both British and American English. Five weeks of sessions were available for both treatments, which were broken down into a pretest session, three weeks of teaching, and a posttest session. A group of ten collocations was deemed a suitable amount to study for one session, and so the most frequent 30 were chosen for treatment. The test was constructed to provide the learner with an example sentence adapted from COCA for each collocation, and presented to the test taker with two blank spaces where the collocation should be. COCA was chosen as it generally presented the larger amount of example sentences. As the sentence alone was considered to be insufficient for collocation retrieval, a clue describing the two words was also included. An example test item for the collocation quiet time is:

I need some ________ ________ to prepare for this appointment.

[a period without loud noise, interruptions, or distractions]

Acting as a final piece of information, all of the individual words featured in the 30 collocations were presented in alphabetical order in a word bank. Through the use of a context sentence and a clue, the test was designed to give the test taker two chances at retrieval. If the test taker was able to retrieve and produce the correct collocation, the participant would find the two words waiting for them in the word bank. If the test taker did not know the collocation, time constraints and the daunting size of the word bank would prevent the collocation from being worked out logically through use of the word bank.
The test went through three iterations before the fourth was administered in the pretest. The first two versions were tested on thirteen Japanese, Russian, and French students aged between 13 and 19 years old ($M = 15.92$), of abilities ranging from B1 to C1 on the Common European Framework of Reference for Languages (CEFR, Council of Europe, 2001) as determined by results from the Cambridge Preliminary English test (PET), First Certificate in English (FCE), and Certificate of Advanced English (CAE) examinations. The test was considered to be successful, as it was understood and competently performed by the lowest level students, yet provided a challenge for the highest level students, whose feedback appropriately suggested that the format “twisted” the usual format of such exercises and forced them to think about what they would say, rather than relying on logically deducing the answer from a presented set of words. The third version was administered in a pilot study to two intermediate level Japanese women. A fourth version of the test was developed through an analysis with Lextutor (Cobb, n.d.) in an attempt to avoid construct-irrelevant difficulty (Messick, 1995), whereby a task involves aspects extraneous to the target construct, hence making it irrelevantly difficult for certain members of the test sample. By replacing all proper nouns with pronouns, and replacing words from outside of the top 2000 word families on the general service list (GSL, West, 1953) with words from the list, it was believed that there was less chance of students being unable to answer questions due to lack of higher level vocabulary knowledge or cultural knowledge, and wrong answers could be more reliably ascertained to lack of collocational knowledge as opposed to lack of lexical knowledge. Some off-list words remained on the test through lack of a low level synonym (e.g. *getaway*), or a belief that the antiquated nature of the GSL meant an inability to recognise words that the average 21st Century Japanese medical school English students would be likely to know (e.g. *computer* and *online*).

All 109 pretests were marked by the authors, with one point allotted for each answer where both words of the required collocation were successfully retrieved. As there were 30 items, the highest possible score was 30. There were no points allotted for one correct word, and, despite the robust nature of the Rasch model in the face of missing data (Bond & Fox, 2015), blank answers were treated as incorrect answers. A separate score out of 15 was recorded for both congruent and incongruent collocations. The three separate scores were recorded on an Excel 16.0.4 spreadsheet. On a separate spreadsheet, the answers for each of the 109 test takers on each of the 30 test items were dichotomously coded with a value of 1 for a correct answer and 0 for an incorrect answer. This spreadsheet was opened in Winsteps 3.75.0 (Linacre, 2012), where it was converted into a data matrix and analysed using the Rasch dichotomous model. In order to test for invariance, Ben Wright’s challenge was taken up, which involved dividing the sample into two subsamples according to ability and determining whether the item difficulties remain stable or not (Bond & Fox, 2015, p. 87). This was achieved by transferring the measures and $SE$s for the two subsets into a pre-prepared spreadsheet downloaded from http://www.winsteps.com/BF3/bondfox3.htm.

**Results**

The summary statistics of the analysis results (see Table 2 and Table 3) revealed an item reliability statistic of .96 and a person reliability statistic of .84, which suggests that this order of estimates is likely to be replicated with other samples. However, the item reliability should not be over interpreted as it is possibly due to a large sample size (Bond & Fox, p. 70). The item separation statistic is a much more telling statistic (p. 70) as it reveals the extent to which the sample has defined a meaningful variable by the spread of the items along the measure (Fisher, 1992). According to Linacre (2012), a low item separation of $< 3$ implies that the sample is not large enough to confirm the item difficulty hierarchy, or construct validity, of the test. This sample recorded a ratio of 5.19, which when added to the formula $4G+1$/$3$, where $G = \text{separation}$, is used to calculate the number of statistically different performance strata observable in a given sample. In this case, there are 7.25 significantly different performance strata observable, which implies that seven levels of performance can be consistently identified for this sample using this test.
With regards to person separation, this sample recorded a ratio of 2.58, which is above the person separation threshold of 2.00, suggesting that the test is sensitive enough to distinguish between high and low performers.

Table 2

Summary Statistics of Persons

<table>
<thead>
<tr>
<th>Total Score</th>
<th>Count</th>
<th>Measure</th>
<th>Model Error</th>
<th>Infit Mnsq</th>
<th>Zstd</th>
<th>Outfit Mnsq</th>
<th>Zstd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>16.7</td>
<td>30.0</td>
<td>0.25</td>
<td>0.49</td>
<td>1.01</td>
<td>0.0</td>
<td>1.05</td>
</tr>
<tr>
<td>S.D.</td>
<td>6.2</td>
<td>0.0</td>
<td>1.41</td>
<td>0.13</td>
<td>0.29</td>
<td>1.0</td>
<td>0.96</td>
</tr>
<tr>
<td>Max.</td>
<td>29.0</td>
<td>30.0</td>
<td>5.16</td>
<td>1.42</td>
<td>3.05</td>
<td>2.9</td>
<td>9.90</td>
</tr>
<tr>
<td>Min.</td>
<td>2.0</td>
<td>30.0</td>
<td>-3.34</td>
<td>0.42</td>
<td>0.51</td>
<td>-2.7</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Real Rmse 0.56 True Sd 1.30 Separation 2.29 Person Reliability .84
Model Rmse 0.51 True Sd 1.32 Separation 2.58 Person Reliability .87
S.E. Of Person Mean = 0.14

Table 3

Summary Statistics of Items

<table>
<thead>
<tr>
<th>Total Score</th>
<th>Count</th>
<th>Measure</th>
<th>Model Error</th>
<th>Infit Mnsq</th>
<th>Zstd</th>
<th>Outfit Mnsq</th>
<th>Zstd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>60.8</td>
<td>109.0</td>
<td>0.00</td>
<td>0.27</td>
<td>0.98</td>
<td>-0.1</td>
<td>1.26</td>
</tr>
<tr>
<td>S.D.</td>
<td>23.8</td>
<td>.0</td>
<td>1.65</td>
<td>0.15</td>
<td>0.12</td>
<td>0.9</td>
<td>1.62</td>
</tr>
<tr>
<td>Max.</td>
<td>97.0</td>
<td>109.0</td>
<td>6.04</td>
<td>1.05</td>
<td>1.20</td>
<td>1.3</td>
<td>9.90</td>
</tr>
<tr>
<td>Min.</td>
<td>1.0</td>
<td>109.0</td>
<td>-2.48</td>
<td>0.22</td>
<td>0.57</td>
<td>-2.1</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Real Rmse 0.32 True Sd 1.62 Separation 5.12 Item Reliability .96
Model Rmse 0.31 True Sd 1.62 Separation 5.19 Item Reliability .96
S.E. Of Item Mean = 0.31

The distribution of the item and person measures as displayed on a Wright map (see Figure 1) illustrated that the CIC test was relatively well matched for this group of students. If anything, the CIC test might be considered slightly challenging, as the likelihood of any one of these students answering item 26i (bitter wind) correctly is less than 50%, while three of the 109 students had a less than 50% chance of getting any of the items correct. Table 4 shows that item 26i was only answered correctly by one student, while the highest number of correct answers for any given item was 97 for item 14i (take medicine). The i in 14i indicates that the collocation in question (take medicine) is an incongruent collocation, and the fact that it is the easiest item could be read as contradicting the hypothesis that the congruent collocations would be the easiest for the students. However, the sample consists of a group of medical students, and so it should come as less of a surprise that the easiest collocation for them is one that is related to their field of study (take medicine).
### Figure 1. Item-person map for CIC test analysis.
A Winsteps analysis revealed that the most difficult test item on the CIC test is 26i (bitter wind) with a measure of 6.04 logits (SE = 1.05) and only one student out of the 109 total answering correctly, while the easiest item is 14i (take medicine) with a measure of -2.48 logits (SE = 0.34) and 97 students correctly identifying the collocation (see Table 4). Logits are probabilistic, interval scale representations of the raw scores that are calculated from ordinal scale raw scores, thus making logits a more reliable form of measurement. A spread of 8.52 logits for 30 items initially indicates that the difficulty of the items seems to be well spread. However, Figure 2 shows a gap of over three logits between the most difficult item (26i, bitter wind, 6.04 logits, SE = 1.05) and the next most difficult item (13i, near collapse, 2.38 logits, SE = 0.29), suggesting that the most difficult item is not well targeted to this group and requires further investigation.
Table 3 reveals that the mean error for the sample was 0.27 while Table 4 shows that all but two of the items yields standard error (SE) estimates below or equal to 0.30, which reinforces the previous claim that the CIC test was a suitable level for this group of test takers. The two items falling outside of the 0.30 threshold were item 14i (take medicine, SE = 0.34), which was the least difficult item, and item 26i (bitter wind, SE = 1.05), which was the most difficult item. Item 14i is only slightly over the 0.30 threshold, but with an SE of 1.05, item 26i is much larger than the rest of the items, as is visually illustrated in Figure 2, and should be investigated further.

Winsteps analysis provides “fit” statistics for each test item, which specify how the data fit the Rasch model in terms of accuracy or predictability. Mean square fit statistics indicate the randomness, or the amount of distortion of the measuring system, while standardized fit statistics indicate how well the data fit the model (Linacre, 2002). Standardized fit statistics can be rendered meaningless by a large sample size, and can even be ignored if the mean square values are acceptable (Linacre, 2012). Table 4 shows that the majority of the CIC test items displayed acceptable levels of fit, with mean square values between the recommended 0.75 and 1.30, and standardized forms between the recommended -2.00 and 2.00 (Bond & Fox, 2015). However, five items displayed statistics that warranted further investigation. The standardized infit statistic for item 27i (kill time) was -2.10, while the outfit mean square value for item 9c (quiet time) was 0.73, suggesting that both of these items slightly overfit the model. Both the infit mean square (0.57) and outfit mean square (0.33) values for item 26i (bitter wind) were below 0.75, indicating that this item also overfit. Overfitting items are too determined and display too little variation, to the extent that they fit the model too well. The danger of overfitting items is the potential to be misled into assuming that the quality of our measures is better that it actually is, but in all likelihood there will be no practical implications whatsoever (Bond & Fox, p. 271). In contrast to the overfitting items, item 24i (broken heart) and 10c (heavy stone) both underfit the model, displaying outfit mean square statistics of 1.42 and 9.90 respectively. Figure 2 clearly illustrates that item 10c is much more problematic, isolated from the rest of the items with a worryingly high standardized outfit statistic of 9.60 (see Table 4), which is seven units above the acceptable upper limit boundary of 2.00. Unlike overfitting items, underfitting items are too haphazard and unpredictable, and should be further investigated to decipher what went wrong.

Figure 2. Pathway for CIC test items.
Test Persons

The results of a Winsteps analysis revealed that the test taker with the highest ability on this test was number 67, who achieved 29 correct answers and a measure of 5.16 logits ($SE = 1.42$), while the test taker with the lowest ability was number 107, who achieved a measure of -3.34 logits ($SE = 0.76$) due to answering only two of the questions correctly (see Table 5). Similar to the items, the test takers are spread over 8.50 logits, but there is no large gap of over 3.00 logits between any of the test takers, meaning that the spread is more even, as can be seen in Figure 1.

Table 5
CIC Test Selected Person Estimates with Associated Error Estimates

<table>
<thead>
<tr>
<th>Person</th>
<th>Score</th>
<th>Measure</th>
<th>SE</th>
<th>MNSQ</th>
<th>ZSTD</th>
<th>MNSQ</th>
<th>ZSTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>67</td>
<td>29</td>
<td>5.16</td>
<td>1.42</td>
<td>3.05</td>
<td>1.60</td>
<td>9.90</td>
<td>6.00</td>
</tr>
<tr>
<td>63</td>
<td>15</td>
<td>-0.16</td>
<td>0.42</td>
<td>0.69</td>
<td>-2.10</td>
<td>0.57</td>
<td>-0.80</td>
</tr>
<tr>
<td>105</td>
<td>15</td>
<td>-0.16</td>
<td>0.42</td>
<td>0.69</td>
<td>-2.10</td>
<td>0.56</td>
<td>-0.08</td>
</tr>
<tr>
<td>84</td>
<td>14</td>
<td>-0.34</td>
<td>0.42</td>
<td>1.53</td>
<td>2.90</td>
<td>1.87</td>
<td>1.60</td>
</tr>
<tr>
<td>81</td>
<td>12</td>
<td>-0.70</td>
<td>0.42</td>
<td>1.41</td>
<td>2.30</td>
<td>2.33</td>
<td>2.20</td>
</tr>
<tr>
<td>46</td>
<td>11</td>
<td>-0.88</td>
<td>0.43</td>
<td>0.59</td>
<td>-2.70</td>
<td>0.48</td>
<td>-1.20</td>
</tr>
<tr>
<td>107</td>
<td>2</td>
<td>-3.34</td>
<td>0.76</td>
<td>1.24</td>
<td>0.60</td>
<td>2.48</td>
<td>1.30</td>
</tr>
</tbody>
</table>

The mean error of 0.49 could be taken to mean that the sample of test takers was not as well suited to the test as the test was to the sample test takers, which seems paradoxical. However, this is a result of the fact that the sample consisted of 109 test takers compared to a group of only 30 items. The larger the number of cases, the less measurement error occurs. A Winsteps analysis of the items revealed that the measures of 75 of the 109 test takers produced error measurements > 0.42 and < 0.50, with all but four cases < 0.76. The largest two were test takers 106 and 67 with $SE$s of 0.97 and 1.42 respectively, which is clearly visible in Figure 3.

Figure 3. Pathway for CIC test persons.
The results of the fit statistics for the test takers contrasted with those of the test items. Whereas the fit statistics of the test items generally adhered to the demands of the Rasch model, 61 out of 109 test takers showed at least one misfitting statistic, with 34 of these overfitting and 27 underfitting. To save time investigating each one of these cases individually, the persons with standardized statistics < -2.00 and > 2.00 were selected for closer attention, as such statistics are generally construed as showing that a case is less compatible with the model (Bond & Fox, 2015, p. 270). This happened to include all of the cases that displayed three or more misfitting statistics when mean squares were also considered (see Table 5). The performances of persons 46, 63, and 105 all showed low infit mean squares, standardized infit statistics, and outfit mean squares, suggesting that the results fit the model too well and are too good to be true. However, the performances of persons 67, 81, and 84 all show high infit and outfit mean squares, with person 67 also showing a high standardized outfit statistic, person 84 showing a high standardized infit statistic, and person 81 showing a complete set of high statistics. These results suggest that the responses to the items provided by the underfitting persons were haphazard and unpredictable and require further investigation, especially person 67, whose particularly high outfit statistics leave her isolated from the rest of the sample (see Figure 3), as was the case with item 10c.

In summary, the items were generally well suited to the sample, with only two items requiring further investigation. Item 26 (bitter wind), the most difficult item, was revealed as being unsuitable for the sample due to the gap of over 3.00 logits to the second most difficult item, as illustrated in Figure 1, with the error measurement (SE = 1.05) of the same item suggesting it as being poorly targeted to the sample in question. Item 10c (heavy stone) was deserving of further attention due to its substantially higher outfit statistics isolating it from the rest of the items, as is clearly visible in Figure 2. Although the test takers were well spread across the items, each member of the sample displayed high error measurements, possibly due to the small number of items, with the most able test taker, number 67 (5.16 logits), also displaying the highest error measurement (SE = 1.42). The fit statistics for the test takers were also not as well adjusted to the demands of the Rasch model as the items. In particular, the most able test taker, number 67, also displayed substantially higher outfit statistics, isolating her from the rest of group, as documented in Figure 3.

Discussion

With reference to research question one, the CIC test seems to be of a fairly appropriate level of difficulty for this sample due to several reasons. First, the low score of 2 and high score of 29 mean that there was no occurrence of a ceiling or floor effect. Second, Figure 1 reveals a normal, bell-shaped distribution of test takers along the measurement, centred on the mean, and supported by the descriptive statistics in Table 1. Such a distribution might not be good for test items, which should be spread out along the measure, but for persons such a distribution shows that the sample is well suited to the test items in terms of difficulty. If the test was too difficult, the location of the test takers against the items of Figure 1 would be low. Conversely, if the test was too easy, the location of the test takers against the items of Figure 1 would be high.

The results illustrated in Figures 1 and 2 also suggest that item 26i (bitter wind), the most difficult item with only one test taker answering correctly, is too difficult for this sample and is also 3.66 logits more difficult than the second most difficult item (13i, near collapse). Table 6 shows bitter wind alongside the collocations that appeared less frequently in the analysis of the BNC and COCA (cold tea, take medicine, and wide street). The measures in logits of these items are all negative, indicating that they are a lot easier than item 26i, so the reason for item 26i’s comparable difficulty is seemingly not due to rare usage. The reason could be because of the abstract nature of the collocation. The other low frequency collocations presented in Table 4 are all very transparent, with descriptive functions of simple adjectives, such as cold.
and wide, and also a verb + noun combination, take medicine, that would presumably be more relevant to a group of medical students. In contrast, describing wind as bitter is not such a clear description. The meaning of bitter is usually more associated with taste, as in bitter coffee or bitter lemon. Bitter coffee is congruent in Japanese, while bitter lemon is not. The possibility of replacing the incongruent collocation bitter wind in the CIC test makes bitter lemon a candidate, as bitter lemon is also incongruent in Japanese, while bitter coffee is congruent. Although bitter lemon is less frequent than bitter wind in both the BNC and COCA (see Table 6), the more descriptive, less abstract use of an adjective in bitter lemon might be less difficult than bitter wind and, therefore, be better suited to the current difficulty of the test. However, it could be argued that having such a difficult item is a good thing and the item should be kept. The difficult item stretches the length of the measure, covering more levels of difficulty, as opposed to congregating around a similar area. Also, the item was answered correctly by one test taker, meaning that it was not an impossible item.

Table 6
Selected Collocation Frequencies According to the British National Corpus (BNC) and Corpus of Contemporary American English (COCA)

<table>
<thead>
<tr>
<th>Item</th>
<th>Collocation</th>
<th>BNC</th>
<th>COCA</th>
<th>Average</th>
<th>CIC Measure</th>
<th>CIC SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>26i</td>
<td>Bitter wind</td>
<td>16</td>
<td>43</td>
<td>29.5</td>
<td>6.04</td>
<td>1.05</td>
</tr>
<tr>
<td>22c</td>
<td>Cold tea</td>
<td>30</td>
<td>27</td>
<td>28.5</td>
<td>-1.30</td>
<td>0.26</td>
</tr>
<tr>
<td>14i</td>
<td>Take medicine</td>
<td>3</td>
<td>54</td>
<td>28.5</td>
<td>-2.48</td>
<td>0.34</td>
</tr>
<tr>
<td>23c</td>
<td>Wide street</td>
<td>9</td>
<td>41</td>
<td>25.0</td>
<td>-0.38</td>
<td>0.23</td>
</tr>
<tr>
<td>-</td>
<td>Bitter Lemon</td>
<td>12</td>
<td>4</td>
<td>8.0</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

With reference to research question two, 28 of the 30 test items displayed error measurements ≤ 0.30 (see Table 4), suggesting that they were well targeted to the construct being measured. Of the two remaining items, item 14i (take medicine), which was the least difficult item, had a slightly large error measurement of 0.34, while item 26i (bitter wind), which was the most difficult item, had a much larger error measurement of 1.05, as is clearly visible in Figure 2. This large error measurement suggests that item 26i is poorly targeted, and perhaps too difficult, for this particular sample.

With reference to research question three, the results suggested that not all of the items in the CIC test fit the expectations of the Rasch model, with items 24i (broken heart) and 10c (heavy stone) underfitting. Item 24i produced an outfit mean square statistic of 1.42, which was marginally over the 1.30 threshold of a good fitting item, and standardized outfit statistic of 1.90, which is on the cusp of the measure of < 2.00 required for acceptability. In contrast, with an outfit mean square statistic of 9.90 and a standardized outfit statistic of 9.60, item 10c is much more problematic. In order to find out why the outfit statistics for item 10c were so high, an item characteristic curve (ICC) was created using Winsteps (see Figure 4). The ICC revealed that every score except one lay within the upper and lower 95% 2-sided confidence intervals. The single score lying outside of that boundary was recorded by a test taker with ability close to 5.00 logits. The only test taker with a measure above 4.00 was the test taker with the highest ability, number 67. This is surprising, as it means that the highest achiever was one of only 16 people who incorrectly answered item 10c, the second easiest test item according to the item measures table. The reason for number 67’s error could be attributed to carelessness, and is the probable cause of the large outfit statistics for item 10c. In order to investigate further, the data were reiterated in Winsteps, first without the entry for item 10c, and then without the entry for test taker 67.
Without item 10c, none of the remaining 29 items underfit the Rasch model expectations, leading to a test that is productive for measurement (see Figure 5). Even so, item 26i is still distinctly more difficult than the rest, sitting isolated at the top of the scale with a large error measurement. Without item 10c, test takers 29, 39, 64, 81, and 84 underfit the model with standardized outfit statistics of 2.01, 2.10, 2.30, 3.10, and 2.90 respectively (see Figure 6). However, it seems rash to remove item 10c from the CIC test based on the results of one potentially careless error from one test taker, and so a further reiteration was performed without any data for test taker 67. As expected, after the second reiteration, item 10c comfortably fit the expectations of the Rasch model, with an infit mean square of 1.04, a standardized infit statistic of 0.30, an outfit mean square of 1.07, a standardized outfit statistic of 0.30, and an error measurement of 0.31. However, without test taker 67, item 24i underfits the model (see Figure 7), as well as test takers 36, 44, 64, 81, and 84 with standardized outfit statistics of 2.00, 2.60, 2.10, 3.40, and 2.80 respectively (see Figure 8), so the results are still not perfect. A third reiteration was performed by removing test taker 67 and item 24 from the analysis, the results of which showed all of the remaining items comfortably fitting the expectations of the Rasch model (see Figure 9), but with test takers 39, 44, 64, 81, and 84 underfitting with standardized outfit statistics of 2.00, 2.50, 2.10, 3.50, and 2.80 respectively (see Figure 10). In conclusion, the results of the three reiterations (see Table 7) seem to suggest that as one large problem is removed, four smaller problems appear. For example, all three reiterations led to previously fitting test takers 64 and 84 becoming misfit, with 81’s minor misfit, as is visible in Figure 3, becoming more pronounced. The main problem of easy item 10c being answered incorrectly by high ability test taker 67 could be easily put down to a single lackadaisical answer. Removing the test item or the test taker from
the results created more problems than it solved, and did not result in the CIC test fitting the expectations of the Rasch any better than if they were included. Greater improvements to the test could be made in other ways than by simply removing items 10c and 24i.

Figure 5. Pathway for CIC test items without item 10c.
Figure 6. Pathway for CIC test persons without item 10c.

Figure 7. Pathway for CIC test items without person 67.

Figure 8. Pathway for CIC test persons without person 67.

Figure 9. Pathway for CIC test items without item 24i and person 67.
With reference to research question four, the CIC test did not display invariance across disparate subsamples because the results of the Ben Wright challenge (see Figure 11) were not entirely successful. At first glance, the chart looks promising, as all but five test items fit within the 95% confidence band. However, to be successful, 95% of the items need to lie within this band, and on this chart only 83.33% fulfill that requirement. Also, the results lie in a linear fashion across the chart, which might be considered good for correlation statistics, but according to Bond and Fox (2015), a small circle of plotted points would show greater invariance (p. 102-103). The results of the Ben Wright challenge suggest that the CIC test is not a reliably invariant instrument for assessing a sample's knowledge regarding the group of 30 collocations.

With reference to research question five, there are three limitations of the CIC test that could be improved upon for future use. The first limitation is the large gap between item 26i (*bitter wind*) and the rest of the items, visible in Figures 1 and 2. Item 26i is an important part of the test as it is the most difficult item, but it is answerable, as proven by one test taker.

However, the gap needs to be filled with more collocations of a difficulty level just lower to provide a more even spread across the measurement. The second limitation regards the high error measurements displayed by the test takers, which could be improved by adding more test items. As mentioned in point

*Figure 10. Pathway for CIC test persons without item 24i and person 67.*

*Table 7
Reiteration Results*

<table>
<thead>
<tr>
<th>Reiteration</th>
<th>Misfitting Items</th>
<th>Misfitting Persons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Item 10c</td>
<td></td>
<td>29, 39, 64, 81, 84,</td>
</tr>
<tr>
<td>Without #67</td>
<td>24i</td>
<td>36, 44, 64, 81, 84</td>
</tr>
<tr>
<td>Without #67 &amp; Item 24i</td>
<td></td>
<td>39, 44, 64, 81, 84</td>
</tr>
</tbody>
</table>
one, these questions should attempt to address the gap between item 26i and the rest of the items, but there are also other gaps along the measurement that could be bridged, for example, the gap of 1.37 logits between items 11i (ill health) and 24i (broken heart), and also some easier items at the other end of the scale below item 14i (take medicine) (see Figure 1). The third, and most serious, limitation is the low invariance displayed by the CIC test when the two subsets of high and low achievers were compared. Again, by adding new test items and reiterating the answers, a version of the test can potentially be developed that has a similar number of items spread more evenly across the measure, without large gaps in difficulty between them. With a better selection of items, the size of the test could be kept the same by removing some of the items that seem to be at the same difficulty level, but don’t fit the expectations quite so well. This in turn could also help improve the invariance of the test, thus making it more reliable.

![Figure 1](image)

*Figure 11. Item difficulty invariance for CIC test.*

### Conclusion

The CIC test was developed as a pretest, posttest, and delayed posttest instrument to assess the knowledge of a group of second year Japanese medical students with regards to their knowledge of a list of 15 congruent and 15 incongruent collocations. Following the initial posttest, the CIC test was intended to measure the changes in that knowledge as the result of one of two teaching conditions. Following an analysis of the pretest results, it was determined that the test was of an appropriate difficulty level for the students with the majority of the items being well targeted. However, not all of the items fit the expectations of the Rasch model, with one of the easiest items suffering from a presumed careless error on the part of the test taker with the highest ability. Also, the invariance of the test items fell short when put to the Ben Wright challenge. In order to improve the test, more items should be tested in order to fill gaps along the measure and lower the error measurements of future samples.

### References


An alternative to the traditional interview test: The observed pair interview

Armando Duarte
mando.duarte@gmail.com
University of Southern California

Abstract

This paper will report on a performance-based assessment which was performed in a public junior high school setting in west Japan. After researching some of the difficulties in implementing performance-based speaking assessments, the author devised an alternatively formatted assessment for a small group of students. The target group of students, assessment placement in curriculum, assessment design, rubric and scoring, and limitations will be discussed.
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Veteran practitioners of English will be well aware of the difficulties that accompany any assessment design and implementation. The interplay between authenticity, practicality, reliability, validity, and washback is a balancing act which must be attended to with great care. The problems with speaking tests, in particular, have been well-documented in research (Brown & Abeywickrama, 2010; Hirai & Koizumi, 2009), with the most common difficulties found being the burden of carving out time to speak with individuals or small groups of students (if the assessment calls for such small groupings) and the relationship between speaking and either listening, reading, or writing which can detract from creating a “pure” speaking test. This speaking assessment was designed with the intent to increase a traditional interview test’s practicality and authenticity as much as possible.

Student population

The students who underwent this test are a group of 21 Japanese L1 speakers attending a public junior high school in the city of Kakogawa, Hyogo. This assessment was performed in the spring of 2016 when the students had just begun their third year of study at the secondary school level. Combined with two years of instruction during the last two years of secondary school, the students had been studying English as a foreign language for four academic years. As English is mandatory in junior high school, the students’ level of motivation varied widely; ability-wise, most students would be in the “expanding” level of English proficiency according to the California ELD standards (California Department of Education, 2014) , meaning that they can use English to engage in basic communication with others on topics that are familiar to them but they have yet to use English for academic purposes.

Assessment in the curriculum

This assessment was performed at the end of a three-unit task-based lesson centered around using the present perfect tense to elicit information from a partner. In the first lesson, the students watched a short self-introduction and formulated questions in groups to ask this person. These questions were collected on group posters and combined to form a “bank” of questions which were used in later activities. The second lesson saw the students creating a list of six questions, three using the present perfect and three using either the simple past or simple present, to interview a classmate. These questions were written, rewritten, and the interview was carried out all in the second lesson. Students presented their findings and engaged in active listening by reporting one new fact they had learned about their classmates during the presentations.
Assessment design and procedure

In keeping with the principle of content validity, where students should be tested on what they have already performed in class, the questions for this assessment were taken from the “bank” of questions that the students themselves generated during the first lesson. Every individual question was typed out and used as the basis for the test questions. The most common patterns and lexical items were lifted out of this list of questions. Any grammatical or spelling errors present in the students’ original questions were corrected as they were entered into the “bank” – to ensure consistency during the actual test - but a review of the questions students created (see Figure 1) indicate that errors were minimal.

![Image of student-generated questions]

*Figure 1. Example of student-generated questions*

The observed interview format itself came as a result of previous research indicating the impracticality of interview tests. The unified oral testing format (Ramirez, 2014), in which students create role plays with randomly-assigned partners and then engage in a question-and-answer session, was used as a starting point and modified to fit the parameters which were present in this particular classroom context. The academic calendar demanded that this assessment be implemented and finished before the spring holidays, so the role play was discarded and the resulting assessment was what was eventually carried out – an assessment where one student interviews another and is then interviewed in turn. Students did not know who their partner would be until they were called to the testing area (the hallway outside the classroom) but they were told the questions used for the assessment would come from the “bank” of questions they had previously created.

Students were told to enter the testing area two at a time and sit down. Student A was instructed to pick up his or her sheet of paper and ask student B the questions which appeared on said sheet. Student B was told to respond. After student A’s questioning had run its course, student B was told to pick up his or her paper and ask the questions that appeared. Student A was told to respond. Students were dismissed at the end of this Q&A session. Two new students entered and the cycle repeated itself.

Rubric and scoring

Given that each student is playing the role of interviewer and interviewee, two rubrics were created for this assessment, as shown in Figure 2 and Figure 3. As the interviewer, students were assessed on their ability to ask – that is, read – questions without errors, as shown in Figure 4. Students playing the part of the interviewee were assessed on their ability to answer questions in two full, grammatically correct
sentences, which they had been instructed to do before the start of the assessment. This instruction took the form of a role play between the native and Japanese instructors. In rare cases where interviewee students answered in more than two sentences, extra contributions which included errors did not count against them.

<table>
<thead>
<tr>
<th>Numeric score</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>I can understand and answer questions with no mistakes using 2 sentences.</td>
</tr>
<tr>
<td>2</td>
<td>I can understand and answer questions with mistakes in 1 or 2 questions using 2 sentences or I said “no” to question 3 (Okinawa).</td>
</tr>
<tr>
<td>1</td>
<td>I can understand and answer questions with mistakes in 3 or 4 questions using 2 sentences or I skipped a question or I didn’t use 2 sentences</td>
</tr>
<tr>
<td>0</td>
<td>I could not answer any questions or I asked the teacher for help.</td>
</tr>
</tbody>
</table>

*Figure 2. Interviewee rubric*

<table>
<thead>
<tr>
<th>Numeric score</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>I can read and ask questions with no pronunciation mistakes.</td>
</tr>
<tr>
<td>2</td>
<td>I can read and ask questions with mistakes on 1 or 2 questions.</td>
</tr>
<tr>
<td>1</td>
<td>I can read and ask questions with mistakes on 3 or 4 questions.</td>
</tr>
<tr>
<td>0</td>
<td>I could not ask any questions or I needed help.</td>
</tr>
</tbody>
</table>

*Figure 3. Interviewer rubric*

It would not be enough to simply say “Yes” to the question “Have you ever been to Okinawa” – students would have to answer “Yes, I have. I have been to Okinawa” to receive credit for accurately answering the question. The Okinawa question itself was important because all students taking this assessment had recently returned from a school trip to the island, so any negative answer to that question was judged as students giving any answer to satisfy the question. Otherwise, interviewee students were assessed on answering in complete sentences and using parallel verb forms from the question in the answer – “Do you know how to play the violin” requires that students also use “know how to” in their response, for example. Prior to the test, students were instructed to give their answers in this manner and responses that did not fit this criterion were penalized even if a native speaker would understand the response. This choice was made in keeping with the test’s overall goal of accuracy.

The results from this assessment, shown in Figure 5, indicate that almost every student is able to read and ask questions accurately. However, students as interviewees are not able to answer questions more accurately when being asked by their peers compared to a traditional interview test with a native English teacher. In other words, students did not perform better just because they were being interviewed by their classmates but rather, they still made the same mistakes they might otherwise make. This, to me, is actually a redeeming feature of the test in that it indicates that the native teacher can be swapped out for
a student and the resulting answers will be identical or nearly identical.

**A**

<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you have any pets?</td>
<td></td>
</tr>
<tr>
<td>Can you play the piano?</td>
<td></td>
</tr>
<tr>
<td>Have you ever been to Okinawa?</td>
<td></td>
</tr>
<tr>
<td>Have you ever eaten Chinese food?</td>
<td></td>
</tr>
</tbody>
</table>

Thank you.

**B**

<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you like soccer?</td>
<td></td>
</tr>
<tr>
<td>Can you speak English?</td>
<td></td>
</tr>
<tr>
<td>Have you ever been to Okinawa?</td>
<td></td>
</tr>
<tr>
<td>Have you ever played tennis?</td>
<td></td>
</tr>
</tbody>
</table>

Thank you.

*Figure 4. Assessment questions*
<table>
<thead>
<tr>
<th>Interviewer</th>
<th>Score</th>
<th>Interviewee Score</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tanimoto Yuma</td>
<td>3</td>
<td>1</td>
<td>Good job! Try to answer in 2 sentences.</td>
</tr>
<tr>
<td>Fujiwara Nanako</td>
<td>3</td>
<td>2</td>
<td>Very nice! Remember: “Yes, I have. I have eaten ---” not “Yes, I have. I have never eaten ---”</td>
</tr>
<tr>
<td>Maeda Kana</td>
<td>3</td>
<td>2</td>
<td>Try to ask and answer questions faster.</td>
</tr>
<tr>
<td>Nagaoka Takuma</td>
<td>2</td>
<td>2</td>
<td>Try to speak faster: asking and answering.</td>
</tr>
<tr>
<td>Nagatani Yuki</td>
<td>2</td>
<td>2</td>
<td>Remember “pets” not “petos” Good speed “Chinese food” not “China’s food” Good self-correction!</td>
</tr>
<tr>
<td>Masaki Airi</td>
<td>3</td>
<td>2</td>
<td>Asking for clarification – fantastic! Answer in 2 sentences Good asking speed</td>
</tr>
<tr>
<td>Taniyama Kenta</td>
<td>3</td>
<td>1</td>
<td>Try to ask faster Try to answer in 2 sentences, and don’t skip a question! Try your best.</td>
</tr>
<tr>
<td>Fujimoto Yuuki</td>
<td>3</td>
<td>2</td>
<td>“I haven’t pets” is “I don’t have a pet” Try to speed up a little</td>
</tr>
<tr>
<td>Tamura Aika</td>
<td>3</td>
<td>2</td>
<td>Good asking speed “I have ever been to” is “I have never been to”</td>
</tr>
<tr>
<td>Okamura Yuma</td>
<td>2</td>
<td>2</td>
<td>Fantastic! Speed, correction, pronunciation</td>
</tr>
<tr>
<td>Nagaoka Mayuki</td>
<td>2</td>
<td>2</td>
<td>Answer in 2 sentences: “Yes, I have. I have been to Okinawa.”</td>
</tr>
<tr>
<td>Tanimoto Gen</td>
<td>3</td>
<td>2</td>
<td>Use a bigger voice “a little” – good answer!</td>
</tr>
</tbody>
</table>

**Figure 5.** Student scores and feedback. (Student names have been changed in the interest of privacy.)

### Limitations and conclusion

Several limitations were made apparent from the moment the first pair sat down to perform their observed interview. The first student A picked up his question sheet and began to ask all three questions back to back, without giving his partner a chance to answer. This resulted in the instructor having to intervene and ask the student to ask one at a time, which itself was something of a problem. Various students, as interviewees, were unsure of what to do when asked a question by their peers. This resulted in several blank stares at the instructor, which, at least once, prompted the instructor to provide a binary option – “Yes? No?” which then allowed the interviewee to proceed.

The shortcomings of traditional interview tests do not entirely disappear with this assessment. Although students are being assessed two at a time and the rubric gives clear guidelines for grading, the instructor must follow the interaction between the students extremely closely not only to judge for accuracy but also to look for areas of praise and improvement – information which is then passed on to the student. When this assessment was actually carried out, this aspect was the most challenging as there was very little time between the exit of one pair and the entrance of the next. Future attempts at using this assessment could...
be improved by instructing students to wait a minute or so before entering the testing area after the preceding pair has exited.

Overall, this assessment provides several benefits compared to a typical interview test. It improves on the practicality of a traditional interview test by allowing the instructor to assess two students at once, while the inclusion of a peer can help lower students’ affective filters, decreasing overall nervousness. The testing format is authentic in that asking a conversation partner about themselves is an act that occurs in the real world, not just in the classroom. It is easy to imagine these same junior high school students asking similar questions if they find themselves speaking to an exchange student, for example. However, the scripted format of the conversation reduces the authenticity and validity of the assessment. If this test is seen as a test of whether or not students can have a natural conversation, clearly the script in front of the test-takers (and the reading of questions) reduces validity in that sense, no matter how authentic the questions. Given that students are participating in an activity that closely mirrors a classroom activity using language that they themselves formulated, some measure of validity is regained. The rubric, meanwhile, provides clear, reliable guidelines for grading and comments provided to students give them some direction for improvement – hints that will help them answer correctly in the future or simply advice on how to sound more natural when speaking.

However, given the close relationship between the four major skills of language, further improvements can be made. Cued storytelling, where students are presented with visual input which drives speaking, could be integrated into this assessment. Students could be informed that they will be judged on their ability to ask questions in the present perfect, for example, then given cards with pictures depicting people engaging in various activities. This format more closely mirrors a “pure” speaking test in that students do not have to rely on their reading abilities, as they do in the current assessment, to ask questions. This modification could improve on the current assessment’s validity – the most important aspect of assessment.

References


Questions and answers about language testing statistics:

Consistency of measurement categories and subcategories

James Dean Brown
brownj@hawaii.edu
University of Hawai‘i at Mānoa

Question:
This column responds to an email I recently received which raised what is clearly the most concise, even terse, question I have ever received for this column: “Hello...what is the exact difference between external reliability and internal reliability in quantitative research?”

Answer:
I will begin by directly addressing where I think your question is coming from. I will then answer your question by expanding on the notion of consistency. Consistency (or the degree to which something is systematic) is one concern in both measurement and in research design (as shown in Figure 1). In this column, I will discuss consistency in measurement, which comes in two flavors: norm-referenced test (NRT) reliability and criterion-referenced test (CRT) dependability (see the components with the light background). In the next column, I will discuss consistency in research design which comes in three flavors: quantitative reliability, mixed methods research (MMR) dependability, and qualitative dependability (see the components with the darker background).

Figure 1. Consistency in measurement and research design

Where I think your question is coming from
In describing reliability, some testers/researchers refer to external and internal reliability. External reliability is defined by them something like: “the extent to which a measure varies from one use to another” (e.g., test-retest reliability, or interrater reliability); and internal reliability is defined something like “the
extent to which a measure is consistent within itself” (e.g., split-half reliability) (see McLeod, 2007, no page numbers). Such characterizations of reliability seem to me to be oversimplified and incomplete in terms of ways of categorizing and comparing the various types of consistency that researchers need to cope with in their measurement.

Consistency of measurement categories and substrategies

Here, I will focus on consistency of measurement, which I will define as the degree to which measurements or observations are consistent. I will divide consistency of measurement into the two categories shown to the left in Figure 1: norm-referenced test (NRT) reliability and criterion-referenced test (CRT) dependability. These two will then be further divided into substrategies in order to clarify the different ways there are for looking at consistency within each category.

NRT reliability.

The term reliability will only be used in this column to describe the degree of consistency for the sorts of standardized measures that are norm-referenced (for more on this concept, see Brown, 2005) like the TOEFL, IELTS, TOEIC, etc. and are therefore designed to spread people out. The reliability of NRTs can be estimated, corroborated, improved, or verified by using a number of strategies (see Figure 2): stability over time as in test-retest reliability or intrarater reliability (e.g., raters at time 1 and time 2); stability between forms as in parallel forms reliability (e.g., forms A and B); stability across scorers as in interrater reliability (e.g., rater 1 and rater 2); and stability across items in a test as in internal consistency reliability (e.g., split-half adjusted, Cronbach alpha, K-R20, K-R21, etc.) (for more on all of these, see Brown, 2005, 2016, pp. 105-138, 149-153; Brown & Hudson, 2002). Naturally, other forms of stability may be of concern. For example, stability across rating categories, rating occasions, tasks, and so forth may be of concern too, but these are really just variations of the four types of stability mentioned in the previous sentence.

CRT dependability.

In contrast, the term dependability will be used here to describe the degree of consistency for measures that are criterion-referenced (for more, see Brown & Hudson, 2002). The dependability of CRTs can be estimated, corroborated, improved, or verified using three strategies (see Figure 2): threshold loss agreement dependability (including the agreement and kappa coefficients); squared-error loss agreement dependability (especially the phi lambda coefficient); and domain-score dependability (especially the
Consistency of measurement categories

generalizability coefficient also known as the phi coefficient). Note that for the special case of rating or coding language or other samples researchers typically use variations on agreement and kappa coefficients in the threshold loss agreement strategy (see Brown, 2016, pp. 139-147).

Consistency of measurement in research studies

In research studies, the reliability and dependability of measurements and observations can be enhanced by thoughtfully planning, designing, and creating the measures involved. It will also help to pilot and revise any measures before actually implementing them in a research project—all with an eye toward making them reliable or dependable as appropriate. In cases where researchers or their colleagues will be coding or rating data in a study, the reliability/dependability of measures can be enhanced by providing coders/raters with clear guidelines, coding schemes, rubrics, etc., and by providing effective training, or retraining, as may be appropriate.

The place of G theory in consistency of measurement

Those language researchers who learn about language testing analysis typically learn only about classical theory statistics like those discussed above in the section on NRT reliability. Here, I have already pushed beyond that basic knowledge in discussing CRT dependability. However, one step even further away from CTT is the area of Generalizability theory (or G theory, as it is affectionately known). G theory was first proposed by Cronbach and his colleagues at Stanford University (Cronbach, Gleser, Nanda, & Rajaratnam, 1970; Cronbach, Rajaratnam, & Gleser, 1963). G theory has three distinct advantages over CTT. First, it allows for examining multiple sources of error (unreliable variance) in a set of scores. Second, G theory can be used to examine multiple sources of error for either NRTs or CRTs (by using different strategies). Third, G theory can be used to calculate what-if reliability or dependability estimates for different sources of error in terms of numbers of items, raters, occasions, categories, etc. and it can do so for multiple sources of error simultaneously. Thus, G theory supplies an altogether new way of looking at the consistency of scores on any sort of assessment procedures from multiple-choice to task-based. (For more on G-theory, see Brown, 2016, pp. 131-138.)

Conclusion

In direct answer to your question, at least in terms of measurement consistency, “the exact difference between external reliability and internal reliability in quantitative research” is not a very clear, helpful, or adequate way of characterizing the consistency issues of importance.

Here I have shown that consistency in measurement, comes in two forms: NRT reliability (including strategies to study stability across time, between forms, across scores, or across items) and CRT dependability (including threshold-loss agreement, squared error loss agreement, and domain score dependability substrategies). I have also talked about ways to enhance any of those strategies in research studies as well as the place of G theory in this whole framework.

In the next column, I will explain how issues of internal and external validity (and reliability) are important to researchers who want to produce high quality research in our field. To those ends, I will discuss consistency strategies in research design (including quantitative reliability, and mixed methods or qualitative dependability), and how they can be enhanced and corroborated.
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